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ABSTRACT

In this paper, we propose a novel approach to improve the
trade-off between the spatial resolution and the sensitivity
of existing nuclear imaging systems in emission tomography
for 511 keV-photons. Although emission tomography suffers
from the low amount of emitted photons in the object, partial
transparency of collimators and low sensitivity of detectors,
we are able to reconstruct radioactive spatial distribution
from projections obtained through a specifically designed
coded-aperture collimator, with a MLEM-algorithm.
We address both the selection of the collimator and the re-

construction approach. Very promising experiments towards
3D-vessels reconstruction demonstrate the potentials of our
approach.

Index Terms— Nuclear medical imaging, emission to-
mography, coded-aperture imaging, near-field domain, statis-
tical reconstruction algorithm

1. INTRODUCTION

Nuclear imaging offers the opportunity to obtain functional
information in a non-invasive way. Common methods for
functional imaging rely on Positron Emission Tomography
(PET), which allows mapping cerebral deposition of radio-
tracers along time. In this context, the concentration of radio-
tracers in blood which enters in the brain is of capital im-
portance since it enables to perform compartmental analy-
sis [1]. The evolution of the radiotracers in blood is called
the β+-input function and is usually measured through arte-
rial blood sampling [2]. This method is invasive and painful
for patients. Moreover medical personal are exposed to ra-
diation and potential contamination through manipulation of
radioactive blood samples. Lots of efforts have been devoted
to perform non-invasive measurement of β+-input function.
Several techniques have been investigated. Some rely on its
extraction straight from the 3D-reconstruction of arteries in
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the brain [3], but quantification problems arise due to partial
volume effect. Furthermore, it is difficult to extract a small
structure with low activity from large volume with higher ac-
tivities. Indeed, radio-labelled molecules are designed so that
part of them are stopped in the brain, whereas arteries are
just a transportation mean. Some external detectors have also
been developed [4], but the spatial resolution does not allow
to assess the volume of a section of the artery.
An alternative is to externally measure the activity evolu-

tion in arteries along time. The β+-input function estimation
requires both the determination of activity in a section of an
artery and its volume. This paper addresses exclusively the
volume estimation part of the problem. This is a challeng-
ing task since it requires to design an imaging system and
its corresponding reconstruction algorithm which offer both
good spatial resolution and good sensitivity at 511 keV. Re-
construction and quantification in emission tomography suf-
fer from low signal-to-noise ratio due to the low amount of
emitted photons in the object, partial transparency of collima-
tors and low sensitivity of detectors.
Our method is based on the measurement of activity in

blood vessels with external detectors. We do not take ad-
vantage of coincidences, but instead we acquire images and
reconstruct 3D spatial distribution with collimated imaging
system. As a result, besides β+-input function estimation,
it is also adapted to perform SPECT on small volumes that
emits a low amount of photons.

2. METHODS AND MATERIALS

Main problem is the low number of emitted photons along
clinical acquisitions. Imaging system must be very sensitive
and have a good spatial resolution in order to be able to spa-
tially separate artery from vein, which always stand one next
to the other. The measurement location has to offer a good
trade-off between the depth of the artery in the body, its di-
ameter and the amount of surrounding noise. As a result we
have chosen to simulate configurations which model popliteal
artery and vein at the knee location. At this point, vessels
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Fig. 1. Configuration of the imaging system, based on two
HURA collimators and two planar detectors

stand around 50 mm-deep from the surface of the skin and
their diameter is 5 mm-large. Furthermore it stands far away
from active organs as brain, heart and bladder and it is pos-
sible to add extra-collimation in order to reduce the contri-
butions of other sources than vessels. Along clinical acquisi-
tions, average radiotracer concentration in arteries is usually
about 1 ‰ID/100ml [5], where ID denotes the injected dose.
The maximum injected dose is 370MBq for clinical purposes.
As a result, average concentration during clinical acquisitions
is about 4 Bq·mm−3 in every vessel. For a vessel which has
a 20 mm-long section in the field of view of the camera and
whose diameter is 5mm-large, 6.6 × 106 photons are emitted
along a 90 min clinical acquisition for 18F.
A collimated imaging system has been designed to recon-

struct volume of both artery and vein. For our method, coin-
cidences are not used because it would require many detec-
tors which would result in an expensive solution. Traditional
collimators in Single Photon Emission Computed Tomogra-
phy (SPECT) have a poor spatial resolution at 511 keV and
SPECT is never used for high spatial resolution imaging at
such energy. A way to improve efficiency without signifi-
cantly deteriorating resolution is to use coded-aperture colli-
mators [6]. More than half of incident photons go through col-
limator, which has to be compared to just a few percents with
other collimators. Collimators need to be several millimetre-
thick to be able to collimate 511 keV-photons [7]. Contrary to
normal reconstruction methods with coded apertures, we have
investigated performances of a MLEM-algorithm on such an
imaging system. The reason is that correlation product which
usually reconstructs the spatial distribution can not deal with
3D-object with collimators whose thickness is not negligible
compared to the dimension of holes. Conjoint use of coded-
aperture collimators and MLEM algorithm is well adapted to

emission tomography with low amount of emitted photons
from objects. Indeed coded apertures have an excellent ge-
ometrical efficiency and MLEM algorithm takes into account
Poisson nature of the number of detected photons in every
pixel of the detector.
The configurations of simulations and experiments are

presented on figure (1). Collimators are made of tungsten
and they are 9 mm-thick. They belong to HURA-family [8].
Their rank is 6 and the step between centres of holes is 1.85
mm on a hexagonal grid. Distance between the centre of
object and collimator centres is 50 mm. Distance between
collimators and detectors is 100 mm. We modelled and used
a γ-camera (γ-imager S/CT, Biospace, Paris). Detectors are
made of CsI-scintillator which is 4 mm-thick. Detector is
100 mm-large and produces 1111x1111-pixel images, that
are reorganised as 128x128-pixel images because of com-
putational considerations. With Monte-Carlo simulations,
we have estimated that the number of detected photons per
projection is 12000 when 6.6× 106 photons are emitted from
one cylinder, as calculated previously in this section. As we
want to discriminate artery from vein, two cylinders must be
placed in the field of view. The count limit in every projection
is then 24000; final objective is consequently to be able to
reconstruct spatial distribution with projections being under
this limit.
First we have evaluated this imaging system with analyt-

ically generated data, then from Monte Carlo-generated data
using GATE [9] and finally we performed real data acqui-
sitions. This paper only presents results obtained from real
data acquisitions. As only one camera is for the moment at
our disposal, the two orthogonal projections were acquired
separately, by turning the object with a 90°-angle along the
line-source axis.
Because of considerations on available equipments, we

made a few modifications to the experimental set-up. In-
deed, the γ-camera that we can dispose of is electronically
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Fig. 2. (2a) Projections of two line-sources on detectors. (2b)
3D-representation of the reconstructed spatial distribution of
both cylinders
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Fig. 3. Integrated activity of raw data in x-,y- and z-directions

calibrated so that its sensitivity is null above 350 keV. As we
want to understand ML-EM reconstruction behaviour asso-
ciated with coded-aperture collimators at 511 keV, we built
another HURA mask made of a Zn-Sn alloy (75%/25%). The
point is that the linear attenuation coefficient of this alloy at
122 keV is equal to tungsten linear attenuation coefficient at
511 keV: μW (511 keV ) = μZnSn(122 keV ) = 2.57 cm−1.
Transparency conditions are then similar. Then, we worked
with point-source 57Co which mainly emits photons whose
energy is 122 keV and simulates properly 99Tc. We used
57Co instead of 99Tc because it is more convenient to use
a sealed point-source. This point-source has been linearly
moved in the field of view during acquisitions in order to
model a line-source. The range of the linear displacement
is 18 mm. Point-source is a sphere whose diameter is 1 mm-
large. Point-source activity is 820 kBq and acquisition lasts
40 seconds.
In emission tomography, radioactive spatial distribution is

denoted λ, images are denoted Y and the direct model which
links λ to Y is denoted A: Y = Aλ. With these standard
notations, likelihood function is:

L(λ) ∝ P (Y |λ) =
∏

i

(Aλ)Yi

i e−(Aλ)i

Yi!

This requires to have a direct model A of the projection of
the object λ on detectors Y . We calculate it with a raytracing
algorithm. Every coefficient ai,j of A is the probability that
a photon which is emitted from voxel j is detected in pixel i.
Iterative estimations λ̂ of the most likely spatial distribution of
the object are then calculated according to MLEM algorithm
[10]:

∀j, λ̂k+1
j =

λ̂k+1
j∑
i ai,j

·
∑

i

ai,jYi∑
k ai,kλ̂n

k

where λ̂k
j is the activity estimate of voxel j at iteration k.

3. RESULTS

We acquired projection data sets for various line positions.
For each position, we made a first acquisition, and then a sec-
ond after rotating the object by 90°along cylinder axis. For
the experiment of figure (2), we added projections of two line-
sources whose centre-to-centre distance is 5 mm. Number of

detected photons are respectively 49374 and 46151 in figure
(2a). These two projections allow to reconstruct spatial distri-
bution that is shown on figure (2b). Spatial distribution is re-
constructed on a (21×21×21)-grid, with every voxel volume
being (1×1×1)mm3. This figure shows isosurface on recon-
structed voxel activities. Two cylindrical distributions are vis-
ible. It is possible to reconstruct 3D spatial distribution from
just two projections because coded-aperture collimators allow
photons to go through, although they have a direction far from
the normal of the collimator. Figure (3) represents integrated
observations along x-, y- and z-directions. In section 2, it is
mentioned that the range of the linear displacement is 18 mm,
which is confirmed in figures (3a) and (3c) since these im-
ages are 21 mm-large. Although cylindrical distributions are
clearly observable on this figure, reconstruction suffers from
inhomogeneities. It has to be mentioned that reconstruction
has not been regularised by any spatial prior. It has been ar-
bitrarily chosen that the algorithm stops when log-logarithm
is not improved more than a factor of 1,1 between two succes-
sive iterations, that is to say when ln(Lk+1)− ln(Lk) < 1, 1.
Inhomogeneities would be reduced through the regularisation
of the reconstruction with spatial prior, as Gibbs or quadratic
priors.
Centre-to-centre distances in every slice along the cylin-

der axis have been calculated. The mean distance is 5.6 mm
with a standard deviation which is equal to 1 mm. A bias
appears, since the mean distance should have been 5 mm,
but reconstructed mean distance is close from real centre-to-
centre distance. This means that the spatial resolution is good
enough to separate the two cylinders. However number of
detected photons is twice too large.
We made ten times identical experiments. Only differ-

ences between projections are due to Poisson noise. By
adding projections, we can reconstruct projections with var-
ious amount of detected photons in it. As the reference
object is not exactly known, the root mean square has been
calculated in the following way:

• Reconstruction has been performed on the ten acquisi-
tions which have been summed together, for both pro-
jections. Reconstructed object is denoted λ̂ref . We nor-
malise λ̂ref so that data becomes comparable: λ̂ref is
divided by

∑
i (Aλ̂ref )i.

• Reconstructions have been performed multiple times
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Fig. 4. Statistical rms vs activity

on linear independent combinations of every projec-
tion. Before calculating the root mean square, recon-
structed spatial distribution has been normalised by di-
viding λ̂ by

∑
i (Aλ̂)i. rms has then been calculated

as:

rms =
1

N

√∑
i

(
λ̂ref − λ̂

)2

i

Figure (4) presents the trend that root mean square follows
as amount of detected photons increases. As expected, re-
constructions are more accurate when the number of detected
photons increases.

4. CONCLUSION AND DISCUSSION

ZnSn alloy allows having similar transparency conditions at
122 keV that tungsten at 511 keV. Although this method is
very efficient to evaluate the impact of the collimator in the
reconstruction process, it is not able to draw definitive conclu-
sions on results. Indeed, this method compensates for the effi-
ciency of the detector at 511 keV from 122 keV-experiments,
but spatial resolution of the detector is better at 122 keV than
at 511 keV and incidences of the degradation of the spatial
resolution is difficult to assess in term of reconstruction qual-
ity.
Our method is able to deal with problems with low

amount of emitted photons at high energy. In such con-
ditions, coded aperture collimators and MLEM algorithm
are complementary and well-adapted to extract maximum
amount of information about the spatial distribution of the
activity. These results have to be confirmed by acquisitions
with larger cylinders, and then with in-vivo experiments on
animals and eventually humans.
Another part of the problem is then to process acquired

data frame by frame in order to estimate the most likely repar-
tition of activity between volumes of the artery, the vein and
the background, so that the β+-input function can be finally
estimated.
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